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EXECUTIVE SUMMARY

In line with international law, norms for FIMI should consider not only the means and methods by which these activities are carried out but also their actors, content, targets, effects, and other relevant legal criteria, similarly to the way the EEAS uses the ABCDE framework.

The international legal framework applicable to FIMI is made up of different but related rules and principles applicable to the behaviour of States and non-State actors online and offline; these must be considered holistically.

International legal rules and principles applicable to FIMI include sovereignty, non-intervention, due diligence, State responsibility, international human rights law and international humanitarian law.

They overlap to some extent but cover different phenomena and therefore different types of FIMI, based on their particular triggers, thresholds and conditions.

The human rights to freedom of expression and information, recognised under international human rights law, lie at the heart and centre of the applicable international legal framework and should inform FIMI norms. They require that any limitations on private speech, including lawful or unlawful FIMI activities, be grounded in law, legitimate, necessary, and proportionate.

International norms for FIMI should mirror this international legal framework. Drawing on the lessons from the cyber and internet governance contexts, their drafting process should be State-led, inclusive of as many like-minded States as possible, including developed and developed countries, consensus-based, and informed by the input of different stakeholders, such as the industry, academia, and civil society.

This research paper is entitled ‘Study on International Norms for Foreign Information Manipulation and Interference (FIMI)’. Its purpose is to offer recommendations on the development of international norms specific to FIMI, including the content of those norms and their development processes.

It will do so by drawing on existing rules and principles of international law applicable to FIMI as well as norm-setting processes established in related fields, such as cyberspace.

Prominent norm-setting processes include those established within the auspices of the United Nations (UN) to discuss the use of information and communications technologies (ICTs) in the context of international peace and security and internet governance.

This study is centred on FIMI. Nevertheless, it concludes that, while operational frameworks developed to tackle FIMI tend to be behaviour-centric, international law applies more broadly to information operations writ large. Different factors are relevant when assessing the lawfulness of FIMI and other information operations under international law, particularly their content, means and methods, effects, actors, and targets. This analysis is in many ways similar to and overlaps with the work has already been carried out by the European External Action Service (EEAS) using the so-called ABCDE framework, which looks at the actor, behaviour, content, degree, effect of FIMI operations.

To understand the international legal framework applicable to FIMI, it is necessary to consider how international law applies to various types of information operations – not just FIMI.
Foreign Information Manipulation and Interference (FIMI) is one of the most pressing threats to an open, free, and diverse information environment in the digital age. The European External Action Service (EEAS) defines it as: “a mostly non-illegal pattern of behaviour that threatens or has the potential to negatively impact values, procedures and political processes. Such activity is manipulative in character, conducted in an intentional and coordinated manner. Actors of such activity can be state or non-state actors, including their proxies inside and outside of their own territory.”

The key values, processes and procedures affected by FIMI include a) political processes, such as elections and referendums, b) trust in public institutions and democracy as a whole, c) individual life and health, d) the protection of the natural environment, e) the credibility of scientific knowledge, and f) national or international order, peace and security. FIMI has been deployed in different parts of the world, including developed and developing countries. Most notably, the United States’ 2016 presidential election, the Brexit referendum in the United Kingdom, and the fight against COVID-19 have all been undermined by different types of FIMI. More recently, Russia’s invasion of Ukraine and its military operations on the ground have drawn strong support from FIMI activities carried out in the digital space. The narratives employed in this context have ranged from false accusations that Ukraine has committed genocide, used its population as human shields, or manufactured biological or chemical weapons.

As a behaviour-centric concept, FIMI is characterised by the deployment of different tactics, techniques and procedures (TTPs). Tactics correspond to the various objectives that FIMI actors may aim at, ranging from the dismissal or distortion of facts to social division. Techniques are the various ways in which those aims can be achieved at the different stages of an operation, namely, planning, preparation and execution. There are a multitude of techniques deployed by FIMI actors, but the most prominent ones include intelligence-gathering, image, video or text manipulation or development, followed by content dissemination and amplification on online platforms. The concept of ‘procedures’ is more granular and captures trends that bring together tactics and techniques, such as the exact pattern or signature employed by persistent actors.

By focussing on TTPs, the concept of FIMI has important advantages. In particular, it avoids political, social or cultural controversies over the content of the information manipulated as well as overreliance on actor attribution. Relatedly, this behavioural focus enables more rapid responses to FIMI. Behavioural considerations also open the door to new types of frameworks that could be used to counter the phenomenon, such as the DISARM framework. An important tool is the detection of suspicious patterns of behaviour, typically used by cybersecurity experts against malware and now deployed by online platforms to tackle information manipulation. For those reasons, the concept of FIMI lies at the heart of this paper and will be used throughout. At the same time, this study acknowledges that other types of digitally-enabled information or influence operations that do not neatly fall within the definition of FIMI are also cause for concern. These are often closely connected to FIMI activities.

It is important to note that the scope of international law goes beyond FIMI to cover a wider variety of information or influence operations. These can be defined as ‘any coordinated or individual deployment [or use] of digital resources for cognitive purposes to change or reinforce attitudes or behaviours of the targeted audience’. Information operations include disinformation (the dissemination of knowingly or deliberately false information), misinformation (the non-intentional dissemination of false or misleading information), propaganda (the selective presentation of information, facts or views to emotionally influence and/or manipulate audiences), malinformation (the intentional dissemination of accurate information, usually obtained by illegal means, such as doxing), and hate speech. Even when carried out by digital means, these have been linked to significant individual and societal harms to the values, processes and procedures identified earlier. Examples include harms to human life and health and reputational harm to individuals, businesses, and public institutions.

The concept of ‘information operations’ overlaps with but is broader than FIMI. Unlike FIMI, it includes unintentional conduct, the dissemination of accurate information in harmful ways or for malicious purposes, isolated instances of information manipulation, and domestic influence operations. But the two concepts or classifications take into account the same or similar factors: a) actors, b) behaviours, including means and methods deployed, c) content or ‘narratives’, and d) effects.
While this study focuses on FIMI, it takes into account a wider pool of information operations. This is because the same rules that apply to FIMI, such as sovereignty, non-intervention, and due diligence, also apply to other types of information operations. Thus, to understand why and how international law applies to FIMI, one must consider how it applies to other types of information operations too.

When thinking about how international law applies to FIMI, two considerations should be borne in mind. First, international rules and principles do not necessarily focus on the manipulative or harmful behaviour at hand. Instead, the application of international law in this context depends, first and foremost, on the actor behind it. As will be explored in Section 2, international law as a whole applies online and it does offline. However, it is State-centric, with most of its rights and obligations still vested in States. When international law recognises rights and obligations for other actors, such as individuals and corporations, different rules apply. Therefore, to understand the extent to which international law applies to FIMI, one must consider which actors are at the origin of those acts and which ones are affected by them.

Secondly and relatedly, the manipulation of information and its dissemination are primarily speech or verbal acts. This means that any legal analysis of the subject requires consideration of the rights of individuals and other private entities to receive and impart information freely – the freedoms of information and expression. As will be discussed in the next section, the international legal framework for information operations is an intricate juxtaposition of State rights and obligations that must be balanced against the right of private actors to receive and impart information. This in turn means that an analysis of the content in question is inescapable. To know if States may prohibit, take down or otherwise limit a certain information operation, including strictly lawful speech acts falling within the concept of FIMI, one needs to assess if the content in question amounts to war propaganda, incitement, defamation or affects other public policy interests, such as public health, security or order.

FIMI and other information operations have increased in scale and speed, given the multiplying effect of engagement-based algorithms and advertisement business models. An additional concern has been the use of generative artificial intelligence (AI), especially large language models such as chatbots, to produce false, misleading or otherwise harmful content at an even larger scale. AI-generated information operations can be cheaper, more widespread and persuasive, as well as less detectable than traditional campaigns orchestrated by human beings. This increases the risk of harm resulting from them.

As noted earlier, serious harms – both individual and systemic – have been attributed or linked to information operations. They include increased health risks, scientific confusion, climate inaction, political disenfranchisement, social division, discrimination on different grounds, and even violence. However, the causal connection between information operations and such harms is not a given. As a verbal act, the manipulation or dissemination of information cannot, in and of itself, cause physical damage or wider societal harm. Only moral harms can result directly from an information operation, such as the reputational harm arising from defamation or the moral impact of online hate speech on victims. Information manipulation is a cognitive or psychological operation, acting on the mind of its audience. As such, to cause harm, addressees still need to act upon any information received. Thus, factual causation between information operations and real-world harms is often indirect. However, this does not mean that the phenomenon escapes international law. Though international law lacks general standards of factual or legal causation, key rules and principles do not require proof of a direct causal link between conduct and result to apply. Rather, they prohibit conduct that may cause harm or require action that may prevent it. Foreseeability or probability of harm, as opposed to actual causation, is the key criterion for this link to be established. Many rules of international law also do not require any effects or results of a certain prohibited conduct to be breached. At any rate, there is growing empirical research in support of the actual and potential impact of FIMI and other information operations on individuals and society at large.

That international law applies to information and communications technologies (ICTs) and information operations in particular is thus the premise of this study. But why is it important to delve deeper into this question, identifying which exact rules apply and how they apply to the phenomenon? Most importantly, why look to such rules and principles to develop international norms for FIMI and other forms of information manipulation?

International law is a global framework of binding rules and principles that seek to constrain the behaviour of States and other actors, including intergovernmental organisations, corporations and individuals. By laying down the rules of the game and ensuring accountability for violations, international law protects important interests whilst bringing clarity, predictability and trust among different actors that operate in an increasingly borderless environment. International law is formally made by States via treaties, customary international law, i.e., the widespread and consistent
practice of States accepted as law and general principles of law derived from domestic law.\textsuperscript{38} Its enforcement is also decentralised: there is no single international court or law enforcement agency to apply and enforce it.\textsuperscript{39} Different international courts and tribunals resolve disputes by making decisions that are binding on the parties, subject to the consent of the States involved. And only States can use forcible or non-forcible measures to ensure compliance with international law.\textsuperscript{40} Yet the making and application of international law increasingly involve varying types and levels of multistakeholder participation.\textsuperscript{41} For example, civil society organisations get to observe treaty negotiations and related discussions. Academics play a key role in the interpretation and clarification of international law.\textsuperscript{42} And corporations, including tech companies, are instrumental in the enforcement of international law.\textsuperscript{43} This is especially true online, where they own or operate key infrastructure and software, such as online platforms and AI. Thus, ensuring respect for international law by all relevant actors is an important tool in the fight against FIMI and its harmful consequences.

In contrast, norms are non-binding, political agreements that seek to establish a common basis for decision-making at different policy levels.\textsuperscript{44} Often called ‘soft law’, they can be developed and agreed on by States as well as non-State actors, such as corporations and civil society organisations, without any particular formalities.\textsuperscript{45} They usually set goals or standards of conduct that their authors aspire to, without the threat of legal sanctions for non-compliance. Norms are thus voluntary or non-binding, relying primarily on the carrot rather than the stick to drive compliance. Far from a weakness, this is their main strength: without the fear of formal commitment, States and other stakeholders can go further in what they are willing to agree to. While the buy-in costs are low, the incentives are usually high: it looks good for States, corporations, and other actors to have accepted certain commitments as a compromise or a gesture of goodwill vis-à-vis their stakeholders. This far outweighs any social, and reputational costs of non-compliance.

Therefore, norms are a powerful way to find consensus among States (as well as other actors) and fill legal gaps. They are a middle ground between inaction and binding obligations and as such can be a steppingstone to future legal developments. They can bring different stakeholders around the table and offer greater flexibility in terms of what can be agreed upon and how it can be agreed. Norms can be used to complement international law in different ways. Aside from expanding the scope of agreement beyond existing international law, norms can flesh out the interpretation of its rules and principles and provide guidelines or best practices for their actual implementation. Norms can also develop into law, serving as a testing ground for potential legal commitments. In this way, they can foster shared understandings, trust, accountability, peace and stability among States and other stakeholders, both domestically and internationally.

Despite the agreement that international law applies to ICTs, its application to information operations has received little attention in policy, legal and academic circles.\textsuperscript{46} This contrasts with significant developments over the last two decades in the interpretation and application of international law to cyber operations – traditionally encompassing malware and other malicious tools or techniques to target computer software, hardware, and data.

Most notably, the United Nations (UN) Secretary-General, at the request of the UN General Assembly, established the Group of Governmental Experts (GGE) on Developments in the Field of Information and Telecommunications in the Context of International Security.\textsuperscript{47} The GGE recognised that international law, and in particular the UN Charter, applies to ICTs and is essential to maintaining peace, security, stability, openness and accessibility in the cyber context.\textsuperscript{48} The Group highlighted several rules and principles of international law of particular importance in cyberspace, including sovereign equality, peaceful settlement of international disputes, the prohibition on the use of force, respect for human rights and fundamental freedoms, non-intervention in the internal affairs of other States, and key principles of international humanitarian law (IHL).\textsuperscript{49} Their application to cyber operations was fleshed out in the Group’s final report, issued in 2021.\textsuperscript{50} The GGE also adopted 11 ‘norms of responsible State behaviour in the ICT environment, which will be the focus of Part III of this study.\textsuperscript{51} In parallel to the GGE, the Assembly also established the UN Open-ended Working Group on developments in the field of information and telecommunications in the context of international security (OEWG) in 2019.\textsuperscript{52} The OEWG both reaffirmed the GGE’s findings on international law and endorsed its 11 norms of responsible State behaviour in the ICT environment.\textsuperscript{53}

As discussed in Part III below, the OEWG has considered the use of ICTs ‘to interfere in their internal affairs […] by means of information operations and disinformation campaigns’ as a key threat in its first substantive report.\textsuperscript{54} Furthermore, in line with the GGE’s 2021 report,\textsuperscript{55} the OEWG’s 2023 annual progress report has noted the ‘worrying increase’ in ‘malicious use of ICT-enabled covert information campaigns to influence the processes, systems and overall stability
of another State’. According to both groups, ‘these uses undermine trust, are potentially escalatory and can threaten international peace and security’ and ‘may also pose direct and indirect harm to individuals’. Nonetheless, no specific norms, rules or measures for information operations have been discussed within the GGE or OEWG.

Other processes to clarify international law applicable to cyber operations and develop relevant norms have been set in motion outside the UN. Prominent among these are the Tallinn Manuals on the International Law Applicable to Cyber Operations, the Oxford Process on International Law Protections in Cyberspace, and the Paris Call for Trust and Security in Cyberspace. All these processes are multistakeholder in nature, in that they involve the participation not only of States but also of industry and civil society representatives, including academia and NGOs. However, as noted in Part III, only the Oxford Process and the Paris Call have specifically considered the regulation of information operations, and only to a limited extent.

The issue of internet governance has also been subject to different norm- and standard-setting processes. It refers to the rules, policies, standards and practices that shape the evolution and use of the global internet. In particular, the UN Secretary-General proposed to adopt a Global Digital Compact (GDC) setting out ‘shared principles for an open, free and secure digital future for all’. Within the GDC’s agenda are the ‘application of human rights online’ and ‘promoting a trustworthy Internet by introducing accountability criteria for discrimination and misleading content’. Both these issues are directly relevant to FIMI and other information operations. Nevertheless, the UN Secretary-General has yet to convene specific sessions on this issue, and it remains unclear whether these will ever be convened. Another relevant norm-setting process in the field of internet governance is the Global Network Initiative (GNI). The GNI has developed a set of principles on the rights to freedom of expression and privacy online, as well as corporate responsibility, multistakeholder collaboration, governance, accountability and transparency. Yet no specific mention is made of FIMI or other information operations among them.

While cyber operations employ different tools and techniques, it is often difficult to separate them from FIMI and other information operations. The two types of operations are frequently employed side by side as part of the same political strategy, as seen in the context of the hybrid war in Ukraine. Likewise, insofar as information operations threaten peace, security, stability and freedom on the internet, they cannot escape the principles of internet governance. As noted earlier, the harms that might arise from information operations can be as serious as those caused by malicious cyber operations and other threats to our online information environment. Thus, it is surprising that information operations have not received the same level of attention as cyber operations and internet governance. Nevertheless, important lessons and great inspiration can be drawn from developments in those fields when studying international law and norms for information operations.

Prompted by this knowledge gap, the enormous potential of international law and norms, the legal and normative successes achieved in the related fields, as well as the continuing prevalence and looming expansion of information operations around the globe, this study has three key aims. First, to bring further clarity to the application of international law to FIMI and other information operations. This will be done in Part II below. Second, to assess the content and processes for setting voluntary norms in related fields, including the GGE, OEWG and other forums noted above. This will be the focus of Part III below. Third, drawing on the analysis of how international law currently applies to information operations (Part II) and of norm-setting processes established for related fields (Part III), the paper will offer a set of recommendations for the EU and its Member States, Canada and other partners on what norms are appropriate for FIMI and information operations, and how these norms should be developed. This will be done in Part IV.

This Study has been carried out by desk research into both legal and policy materials. Legal materials comprise treaties, State practice, international case law and regulatory acts of international organisations. The doctrinal method will be employed in their analysis. This consists of legal interpretation grounded in the text, context and object and purpose of legal provisions, as well as supplementary means of legal interpretation. The policy documents assessed in this Study will include resolutions and other non-binding documents adopted by various UN bodies (including the General Assembly, the Human Rights Council, and the Secretary-General), reports on FIMI and related topics issued by the EEAS and the G7 Rapid Response Mechanism, declarations and statements made by different States and other stakeholders on the topic, as well as relevant academic materials, such as journal articles and book chapters.
II. THE INTERNATIONAL LEGAL FRAMEWORK APPLICABLE TO FIMI AND OTHER INFORMATION OPERATIONS

International law does not have a specific set of rules or principles tailored to FIMI or other information operations.67 Though some have proposed the adoption or consideration of an ‘international law for information operations’ (ILIO), especially by the adoption of a treaty on the matter,68 States are yet to agree on such a legal framework. The content of information operations to be prohibited, permitted, or limited is a clear point of contention among States – including Western and non-Western countries, and even among traditional allies. The most concerning TPPs are also little understood among States – experts have only just begun to study relevant patterns and deploy relevant frameworks. However, the lack of a specific legal regime for information operations does not mean that these exist in a legal vacuum. Quite the contrary: existing international law, as a whole, continues to apply to information operations, just as it applies to other online phenomena, to the extent relevant.69 Of course, not all rules of international law are relevant to information operations or the online information space for that matter. However, general rules and principles as well as specific legal frameworks do apply and have something to say about it. The purpose of this section is to tease out these key rules, principles and regimes that are most significant to the international regulation of FIMI and other information operations, whether carried out by States or non-State actors.

II.1 SOVEREIGNTY

The first and perhaps more general rule to constrain FIMI and other information operations is sovereignty.70 Also known as sovereign equality, this is the foundation of the international legal order.71 As noted earlier, States are the primary subjects of international law – they make, apply, and enforce international law. These ‘external’ sovereign powers are equal among States, in that each State is an independent political unit in its international relations with other States.72 International law requires the consent of the States that it binds (though consent can be manifested in different ways, including implicitly and explicitly, by practice or verbal acts). At the same time, States must each respect each other’s sovereignty as well as the obligations to which they are bound.73 Thus, sovereign freedom is not unfettered and subject to international law. States also have internal sovereign powers in their territories, over their property and populations.74 This means they can exercise governmental powers over those, to the exclusion of other States.75 Sovereignty concerns the relationships between States: it is chiefly about the rights and obligations that States have vis-à-vis one another.76

In the online context, including cyberspace and the digital information environment, sovereignty means that States have powers over the various components or layers of ICTs, namely, hardware, software, data, and the persons who use or operate them.77 However, there is controversy over whether and to what extent digitally enabled operations, including information operations, can breach sovereignty.78 One view, endorsed by the United Kingdom,79 is that sovereignty is simply a principle underlying or informing other rules of international law, as opposed to a self-standing binding rule itself.80 On this view, cyber operations carried out by one State cannot breach another State’s sovereignty. In another view, a State’s sovereignty may be breached not only by the physical effects of a cyber operation81 but also by any conduct that, even if remote, causes functional harm to cyber infrastructure located therein or interferes with the victim State’s inherently governmental functions.82 This view has been endorsed by a majority of experts83 and by most States that have expressed their views on the topic so far – including several EU member States and Canada.84 This is the preferred view; not only is it in line with what sovereignty stands for (the protection of a State’s independence) but also follows the development of new technologies and their use for malicious purposes.

For present purposes, this all means that information operations carried out by a State that foreseeably cause physical or functional effects on the territory of another State or that otherwise undermine a State’s inherently governmental functions will violate the rule of sovereignty under international law.85 Examples of physical effects that may be caused by FIMI include serious disinformation campaigns leading to the death of individuals (such as false advertisements about deadly medical treatments), environmental harm (such as the manipulation of information relating to the disposal of waste), domestic violence (such as propaganda or hate speech playing to existing racial, ethnical or religious tensions), or even war (such as war propaganda or false news about military activity or the manufacture of nuclear,
biological or chemical weapons). Inherently governmental functions are services that can only be performed by a State’s government, such as elections, social services, tax collection, national defence and foreign affairs.89 Examples of FIMI interfering with or usurping these functions are those meddling with democratic processes (such as electoral mis- or disinformation) or affecting the external relationships between two States (such as false accusations about trade or political measures or the disclosure of confidential information pertaining to those relationships).

II.2 NON-INTERVENTION

The principle of non-intervention or the prohibition of interference in another State’s internal or external affairs is a corollary of sovereign equality, so the two principles are closely connected. However, non-intervention is narrower in important ways and broader in others. First, unlike sovereignty, non-intervention only covers coercive forms of interference in another State’s affairs. In the words of the International Court of Justice (ICJ), the principle:

> forbids all States or groups of States to intervene directly or indirectly in internal or external affairs of other States. […] Intervention is wrongful when it uses methods of coercion in regard to such choices, which must remain free ones. The element of coercion, which defines, and indeed forms the very essence of, prohibited intervention, is particularly obvious in the case of an intervention which uses force, either in the direct form of military action, or in the indirect form of support for subversive or terrorist armed activities within another State.87

Coercion is about constraining the choices available to another State.88 It is about lack of consent, about forcing a State to take a course of action that it would not otherwise have taken.89 Thus, as the ICJ noted, it includes not only the use of kinetic, military force but also indirect forms of coercion, such as support for subversive activities of non-State actors in another State. More importantly for our purposes, indirect coercion also includes the use of information to subvert the domestic order of another State or otherwise constrain a State’s choices with regards to its internal or external affairs.90 After all, according to the UN General Assembly, the right to non-intervention also includes ‘[t]he right of States and peoples to have free access to information and to develop fully, without interference, their system of information and mass media and to use their information media in order promote their political, social, economic and cultural interests and aspirations’.91

Examples of FIMI and/or information operations that may violate this right include i) ‘the promotion, encouragement or support, direct or indirect, of rebellious or secessionist activities within other States, under any pretext whatsoever, or any action which seeks to disrupt the unity or to undermine or subvert the political order of other States’; ii) ‘any defamatory campaign, vilification or hostile propaganda for the purpose of intervening or interfering in the internal affairs of other States’; and iii) ‘the exploitation and the distortion of human rights issues as a means of interference in the internal affairs of States, of exerting pressure on another States or creating distrust and disorder within and among States o groups of States’.92 Thus, propaganda, the use of hateful rhetoric, mis- or disinformation campaigns and other forms of information manipulation, as well as malformation, if carried out by States or non-State actors with the support of States, and, by their coercive aims, methods or effects, constrain a State’s freedom to decide the course of its internal or external affairs, will breach the principle of non-intervention under international law.

That a prohibited intervention must bear on a State’s internal or external affairs broadens the scope of this principle in comparison to sovereignty (which covers only inherently governmental functions). A State’s internal or external affairs, also known as its ‘domaine réservé’, encompasses all ‘matters in which each State is permitted, by the principle of State sovereignty to decide freely.93 One of these is the choice of a political, economic, social and cultural system, and the formulation of foreign policy’.94 It does not matter whether these are carried out by public or private entities.95 There is debate on whether the protected scope of a State’s internal or external affairs shrinks over time with a State’s undertaking of new international obligations.96 However, the better view is that the scope or list of State powers or functions protected by the principle of non-intervention does not change in this way.97 Even when a State accepts to be bound by international law, it retains a significant margin of discretion in implementing its international obligations.98 More importantly, agreement to be bound by international law does not, without more, invite other States to interfere in the matter covered by the rule. As discussed below, responses to breaches of international law, seeking to induce States back into compliance, are regulated by an entire host of rules on the responsibility of States for internationally wrongful acts.99

Thus, FIMI activities that are coercive in nature, (i.e., which deploy objectively coercive means, intend to coerce or result in coercion, including by deception), and affect a State’s ability to govern its internal or external policies, including
in the political, economic, social and cultural sectors, will breach the principle of non-intervention. Though this can only be assessed on a case-by-case basis, examples may range from health, electoral, and climate-related disinformation to manipulative propaganda campaigns, doxing or information blackmail and hate speech spreading lies or manipulating information about politicians and public figures in another country.

### II.3 DUE DILIGENCE

As a concept, due diligence is about taking care or behaving responsibly to avoid causing harm to others. In international law, there is debate about the status of due diligence. Some argue it is a general principle applicable across the board to all sorts of State activity. Others say only specific areas or regimes of international law provide for obligations of due diligence, such as international environmental law, international investment law, law of the sea, and the Genocide Convention. As such, an argument has been made that, in the absence of a cyber-specific obligation of due diligence, States would not be required to behave responsibly in the ICT environment. As noted elsewhere, the better view is that due diligence is a standard of conduct against which the behaviour of States can be judged. This standard is found in a patchwork of binding rules and principles of international law, of general and specific application to the conduct of States. None of these rules is technology-specific. Thus, they apply to ICTs and information operations to the extent relevant.

Though different, due diligence obligations tend to require a certain course of conduct, as opposed to a particular result. In other words, States are required to exercise their best efforts to avoid certain harmful outcomes rather than successfully prevent them. They can be held responsible for failing to try to prevent harms caused by their own agents and other actors, including third States and non-State actors. However, foreseeability of potential harms is usually required, and so is some degree of control or influence over the perpetrator or events. Though no direct causal link between the omission and the harmful result is required, as a general rule, responsibility for failure to exercise due diligence only arises when the event materialises (the exception being human rights obligations, discussed below). As a best-efforts standard, due diligence is also subject to a State’s capacity to act in the circumstances. Since different States (especially developed and developing countries) have different economic, technological and human resources, due diligence is flexible: it gives effect to the principle of common but differentiated responsibilities.

The most general rule requiring due diligence is the so-called Corfu Channel principle, which derives its name from an ICJ case between the UK and Albania. In that case, the Court found that it is a ‘well-recognized principle of international law’ that ‘every State [has an] obligation not to allow knowingly its territory to be used for acts contrary to the rights of other States.’ This covers the use of ICTs, including information, by States or non-State actors to undermine the rights of another State, including its rights to sovereignty and non-interference, discussed earlier. Thus, a State might violate the Corfu Channel principle if it fails to take action to prevent unlawful forms of FIMI and other information operations carried out from its territory or infrastructure by other States or non-State actors. Note that this does not require the information operation to be foreign or cross-boundary, so long as it undermines the rights of another State. As seen earlier, examples of information operations that undermine State rights are those that interfere with another State’s inherently governmental functions or curtail another State’s freedom to determine its internal or external affairs.

A related obligation of due diligence is known as the no-harm or good neighbourliness principle. This principle requires States to take ‘all appropriate measures to prevent significant transboundary harm or at any event to minimize the risk thereof’, where harm includes damage to the territory, persons, or property of another State. This obligation applies irrespective of the lawfulness of the activity that caused the transboundary harm in question. While it is uncontroversial that this obligation goes beyond ecological or environmental damage to cover all types of transboundary physical harm, it is unclear whether it includes non-physical harms. The better view is that it does. This is justified both by the history of the principle — which included, from the outset, moral or reputational damage to persons as well as subsequent technological developments, particularly the creation of the radio and other means of communication capable of remotely causing cross-boundary harm in new ways. This means that this duty applies neatly to a variety of FIMI activities. It requires States to take all reasonable measures to prevent foreseeable harms or mitigate the risks arising from FIMI activities carried out from their territories or jurisdiction against the persons, territory or property of other States. Failure to do so may give rise to liability to pay compensation for the harm caused, and failing that, international responsibility for wrongful conduct.

Relatedly, the 1936 Convention concerning the Use of Broadcasting in the Cause of Peace, in Articles 1 to 5, provides its own due diligence obligations with respect to...
certain forms of propaganda, incitement and information manipulation. Specifically, the Convention requires its States parties to prohibit or stop without delay any transmission from their territories that i) incites civil strife in another State; ii) constitutes propaganda for war against another State; iii) disseminates foreseeably false information ‘likely to harm good international understanding; iv) to verify, especially in time of crisis, the accuracy of information concerning international relations; and v) and to provide to other parties, at their request, accurate information that can be conducive to good relations or peace. Though only 29 States are still parties to this convention, its provisions arguably reflect the application of more general due diligence obligations in the international broadcasting context, including today’s digital information environment. Indeed, a similar provision requiring states to refrain from and prevent interference in other States’ radio services is found in Articles 6 and 45 of the 1992 Constitution of the International Telecommunication Union, whose membership includes 193 States.

Due diligence obligations are also found in international human rights law. International human rights law is found in human rights treaties, including universal and regional, as well as customary international law. The rights recognised in the Universal Declaration of Human Rights and the International Covenant on Civil and Political Rights (ICCPR) – known collectively as the International Bill of Rights – are, for the most part, found in international custom, and, as such, binding on all States. The European Convention on Human Rights (ECHR), adopted by the Council of Europe in 1950 and effective since 1953, binds all EU member States as well as other members of the Council. It reflects, to a large extent, the ICCPR, with some variations in its scope of protection (e.g., the extent of its jurisdiction and the contours of some rights). EU member States are also bound by the Charter of Fundamental Rights of the European Union, which contains additional rights, such as the right to property. The American Convention on Human Rights (ACHR) has been adopted in the context of the Organization of American States (OAS). It has been praised as a protective and effective human rights treaty, especially in the light of the jurisprudence of the Inter-American Court of Human Rights. While Canada is a member of the OAS, it has not ratified the ACHR.

The ICCPR, ECHR and ACHR recognise a significant number of civil and political rights. These are complemented by the International Covenant on Social, Economic and Cultural Rights. Every human right gives rise to negative obligations to respect its enjoyment by individuals and other rights-holders, as well as positive obligations to protect and ensure the fulfilment of those rights. Obligations to protect and ensure human rights are obligations of due diligence. They require States to take all reasonable measures to prevent or mitigate foreseeable risks to the enjoyment of human rights caused by a State’s own agents, other States, non-State actors or natural events. States must also remedy any damage resulting from interference with those rights and employ all available resources to ensure that individuals have the conditions to enjoy them in the best possible way.

Several human rights are relevant to FIMI and other information operations, including, most notably, the freedoms of expression and information and the rights to freedom of assembly, privacy, and non-discrimination. Insofar as foreign or domestic information operations interfere with the enjoyment of these and other human rights and fall within a State’s jurisdiction – to be discussed in the next section – States have a due diligence obligation to exercise their best efforts to prevent, stop or redress them, as far as possible.

II.4. INTERNATIONAL HUMAN RIGHTS LAW

International human rights law binds States via treaties and customary international law, and it applies online just as it does offline. Private entities, including individuals and corporations, are not yet bound by this body of law. Nonetheless, corporations have non-binding human rights responsibilities or social expectations to respect the human rights of those affected by them, such as by mitigating their human rights impact, including online. Individuals also have international criminal responsibility if they affect human rights to the point of committing an international crime – genocide, crimes against humanity, war crimes, or the crime of aggression. At any rate, international human rights law provides a universal language that can guide the behaviour of not only States but also companies and civil society online.

A preliminary question which determines whether a State has human rights obligations is the extent of its jurisdiction. In the human rights context, jurisdiction refers to the scope of application of a State’s negative and positive obligations. Under certain human rights treaties, including the ICCPR and the ECHR, a State only has human rights obligations within a certain jurisdictional scope, which could be its territory, a geographical location, the sphere of control over one or more persons, or, more broadly, over the enjoyment of human rights. The meaning of jurisdiction varies according to the treaty and monitoring body or court at hand. While the
ICCPR’s Human Rights Committee\textsuperscript{140} and the Inter-American Court of Human Rights\textsuperscript{141} follow a broad approach (defining jurisdiction as control over the enjoyment of rights),\textsuperscript{142} the European Court of Human Rights only goes so far as accepting that ECHR obligations apply when a State has physical control over a person.\textsuperscript{143} This restrictive view leaves out from the ECHR’s protective scope several human rights violations carried out by remote means, including online, such as foreign electronic surveillance and information operations.\textsuperscript{144} However, among EU Member States, Germany has followed a broader approach to human rights jurisdiction, including within its scope any remote interference with human rights.\textsuperscript{145} This approach is welcome and other EU Member States should follow suit.

The ICCPR has two provisions of direct relevance to information operations. In Article 20, it provides that:

1. Any propaganda for war shall be prohibited by law.

2. Any advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence shall be prohibited by law.

No State has questioned the importance of the rights, interests and values protected by this provision, which was formulated as a response to the horrors of the Second World War, especially the Holocaust.\textsuperscript{146} However, some States parties to the ICCPR, including the US, UK and a few EU Member States (Belgium, Denmark, France, Ireland, Luxembourg, the Netherlands, Malta, and Sweden)\textsuperscript{147} have reserved the right to enact the laws envisioned in Article 20, for reasons relating the protection of freedom of expression domestically.\textsuperscript{148} However, the core duties underlying this provision – the prohibition on the use of force and to incite to war,\textsuperscript{149} the positive obligation to protect the right to life\textsuperscript{150} and the positive duty to protect individuals against any incitement to discrimination,\textsuperscript{151} are undeniably part of customary international law.\textsuperscript{152} Thus, States must refrain from information operations that amount to propaganda for aggressive war (including any unlawful use of force) or incitement to discrimination, hostility or violence on the basis of race, religion or nationality. They must also exercise due diligence to protect individuals from the consequences of those acts, whether by domestic prohibitions or other means at their disposal.\textsuperscript{153}

Another key human right when it comes to FIMI and other information operations is the composite right to seek, receive and impart information freely – also known as the freedoms of information and expression. In accordance with Article 19 of the ICCPR:

Everyone shall have the right to freedom of expression; this right shall include freedom to seek, receive and impart information and ideas of all kinds, regardless of frontiers, either orally, in writing or in print, in the form of art, or through any other media of his choice.\textsuperscript{154}

Thus, there is no question that rights to freedom of expression and information apply online as they apply offline.\textsuperscript{155} As information knows no boundaries, this right also applies across national borders, challenging restrictive approaches to human rights jurisdiction.\textsuperscript{156} Importantly, all kinds of information or ideas are protected, including false ones.\textsuperscript{157} Thus, as a matter of principle, individuals and other rights-holders (e.g., corporations under the ECHR) are entitled to spread lies or otherwise manipulate information domestically or internationally.

However, the rights to freedom of expression and information are not unfettered. In paragraph 3 of Article 19, the ICCPR provides that:

3. The exercise of the rights provided for in paragraph 2 of this article carries with it special duties and responsibilities. It may therefore be subject to certain restrictions, but these shall only be such as are provided by law and are necessary:

   a. For respect of the rights or reputations of others;

   b. For the protection of national security or of public order (ordre public), or of public health or morals.\textsuperscript{158}

This means that one’s right to express their views online or offline, be them true or false, must be balanced against the rights of others in society to seek, receive and impart accurate information, as well as other human rights and public interests.\textsuperscript{159}

Like all rights, the rights to freedom of expression and information give rise to negative obligations of restraint and positive State obligations of protection.\textsuperscript{160} Thus, States must not only respect one’s rights to seek, receive or impart information but also protect them against unlawful interference. This means that States must refrain from spreading false information themselves whilst promoting accurate information.\textsuperscript{161} They must also ensure a plural, independent and robust media and information environment, favourable to public debate and critique,\textsuperscript{162} as well as access to diverse content and media, including by preventing media concentration.\textsuperscript{163} To fulfil this duty, FIMI and other information operations may only be limited in line with the conditions listed in Article 19(3) ICCPR and similar human rights provisions.
The same goes for the protection of other private rights or public interests threatened by FIMI and information operations more generally. States may well be entitled to protect their public interests and societal values (such as democracy and national security). They also have obligations to protect several rights affected by information operations, such as the rights to life, health, participation in democratic processes, and privacy. However, when limiting information operations to uphold these values, interests or rights, they must observe the conditions laid down in international human rights law for limiting the freedoms of expression and information, reflected in Article 19(3) ICCPR.\textsuperscript{164} This is because, as noted earlier, information operations are speech acts and, as such, in principle protected by the rights to freedom of expression and information.

The conditions for limiting information operations and other speech acts have been referred to as the tripartite test of i) legality, ii) legitimacy, as well as iii) necessity and proportionality.\textsuperscript{165} Legality refers to the requirement that any limitations on speech acts are provided by sufficiently foreseeable and accessible laws (written or unwritten, but democratically enacted) and subject to judicial review. In the digital information environment, this usually requires the enactment of a basic legal framework laying out which types of FIMI and other information operations may be prohibited or otherwise limited by States or online platforms, and which measures may be adopted to limit them (e.g., criminal or civil sanctions or content moderation measures).\textsuperscript{166} Legitimacy means that such limitations must meet a legitimate aim or ground, which usually corresponds to the protection of another human right or a public policy interest, listed in the relevant human rights instrument.\textsuperscript{167} Necessity means that limitations must employ the least speech-restrictive means available to achieve the legitimate aim in question.\textsuperscript{168} Proportionality means that the limitation on speech must be well-calibrated to the seriousness of the speech act and the importance of the legitimate goal in question.\textsuperscript{169} The implication is that criminal sanctions should be reserved for only very serious speech acts, such as incitement to violence, not information manipulation.\textsuperscript{170} Less serious measures, such as civil liability, content takedowns, user suspension or content de-prioritisation, should be deployed to tackle information operations.

Of note, in 2017, the Special Rapporteurs on freedom of expression of various organisations and human rights bodies – the UN, the Organization for Security and Co-operation in Europe (OSCE), the OAS, and the African Commission on Human and Peoples’ Rights (ACHPR) – adopted a ‘Joint Declaration on Freedom of Expression and “Fake News”, Disinformation and Propaganda’.\textsuperscript{171} This is an extremely relevant document when considering the international legal framework applicable to FIMI. It fleshes out how international human rights law applies not only to State conduct in this context (including negative and positive obligations) but also how different private entities (including online platforms, journalists and media outlets) should incorporate human rights principles in their policies. Importantly, the declaration covers not only the substance of State obligations and stakeholder responsibilities when it comes to tackling key types of information operations (such as which types of propaganda and disinformation are prohibited, and which ones are not). It also lays out fundamental procedural safeguards in the fight against those operations, such as the need for clear legal or regulatory frameworks to protect media diversity, digital and media literacy campaigns, clear platform content policies, fact-checking, user appeal mechanisms against content moderation decisions, recognition of the right of correction, and the need for multistakeholder engagement and cooperation to address the problem.\textsuperscript{172}

\section*{II.5 \textsc{International humanitarian law}}

International humanitarian law (IHL) applies during armed conflict – international or non-international.\textsuperscript{173} It is mostly concerned with the protection of civilians and other persons hors de combat from the effects of such conflicts, as well as combatants from unnecessary suffering on the battlefield.\textsuperscript{174} As such, most of its rules and principles apply to kinetic, physical military operations. They also apply to cyber operations that amount to an armed attack.\textsuperscript{175} Some provisions of IHL are also relevant to FIMI and information operations.\textsuperscript{176} The first is the obligation to ensure respect for IHL.\textsuperscript{177} This obligation applies to all States, in peacetime and during armed conflict. It requires States to refrain from and actively prevent the dissemination of any information – true or false – that promotes IHL violations IHL. States and non-State actors that are parties must also refrain from terrorising civilians, including through FIMI and other information operations.\textsuperscript{178} They must also refrain from using information manipulation and other information-based techniques to disrupt the work of medical, religious, or humanitarian personnel.\textsuperscript{179} In the context of a military operation, they must exercise precautions to spare civilians and civilian objects from the effects of information operations, including data-gathering and information manipulation, such as false flag operations.\textsuperscript{180} If States or non-State actors have taken prisoners of war, they must protect their honour from public curiosity, including information operations that might reveal their identities or portray their conditions, save in exceptional circumstances to protect their own life or obtain evidence of war crimes.\textsuperscript{181}
II.6 STATE RESPONSIBILITY AND COUNTERMEASURES

If a State engages in FIMI or another information operation or fails to prevent, mitigate or remedy such an operation in a way that breaches international law, it will be held responsible for an internationally wrongful act under the international rules of State responsibility. These rules apply to all States under customary international law and are mostly reflected in the International Law Commission’s Articles on State Responsibility for Internationally Wrongful Acts. The main consequence of engaging in an internationally wrongful act – whether by action or omission – is that new obligations arise for that State seeking to bring it back into compliance with international law. These are the obligations to stop the wrongful act (or cessation), to make reparation for it (either by providing restitution, compensation or satisfaction) and, if necessary, to provide just satisfaction and guarantees of non-repetition. Moreover, the breach of a rule of international law entitles States directly injured by the breach to respond to the wrongful act by taking countermeasures to induce or secure compliance with international law. Though the issue is controversial, third States may also be able to take countermeasures in response to unlawful acts, provided that the injured State so requests or the violation in question is a serious breach of an obligation protecting the interests of the international community as a whole, such as the prohibition on the use of force or genocide.

Countermeasures are the suspension of performance of one or more obligations owed to the wrongdoing State. They may be taken in kind (where the injured State suspends the performance of the same obligation breached) or unrelated to the original breach (where a different obligation is suspended to prompt the wrongdoing State to stop or repair the violation). Countermeasures must not be punitive but seek to procure the wrongdoing State to comply with the obligations of cessation and reparation. They must be proportionate or commensurate to the original breach and are subject to a number of substantive and procedural conditions that seek to limit abuse. Importantly for present purposes, countermeasures must be targeted at the wrongdoing State (i.e., the rights that the injured State owes to it) and must not affect fundamental human rights. This means that when States respond to unlawful information operations, in kind or not, they must not violate the rights of individuals or private entities to the freedoms of information and expression. Likewise, any indirect effects on these and other rights must be limited as far as possible. Accordingly, States must not engage in FIMI or other unlawful information operations, such as war propaganda or incitement to violence, in response to these types of acts. They may, however, engage in cyber operations seeking to deactivate the computer system from which the unlawful information operation originates – a measure often referred to as ‘hack back’ or active cyber defence. This is true provided that the other conditions for taking countermeasures are respected, including having previously made representations (which may be general in nature) to the wrongdoing State that it has breached international law and making sure that any limitations on the freedoms of expression and information and other human rights are lawful.
II.1 THE NORMS OF RESPONSIBLE STATE BEHAVIOUR IN THE ICT ENVIRONMENT

Inspired by its work on fleshing out the principle of non-intervention, and confidence-building measures in the context of nuclear deterrence, and prompted by a concern that evolving technologies could be used for malicious purposes, the UN General Assembly started to look into the topic of ‘Developments in the field of information and telecommunications in the context of international security’ in 1998. On the UN General Assembly’s agenda since 2001, the UN GGE was formally established by the Assembly in 2004 to assist the UN Secretary-General ‘to consider existing and potential threats in the sphere of information security and possible cooperative measures to address them’, and to conduct a study on ‘relevant international concepts aimed at strengthening the security of global information and telecommunications systems’. Its mandate was then refined to cover ‘[the] study, with a view to promoting common understandings and effective implementation, of possible cooperative measures to address existing and potential threats in the sphere of information security, including norms, rules and principles of responsible behaviour of States, confidence-building measures and capacity-building, as well as how international law applies to the use of information and communications technologies by States.’

It was pursuant to that mandate that the Group adopted by consensus its 11 norms of responsible State in the ICT environment, developed by the UN GGE and picked up by the OEWG, noting how they were developed and what they have achieved so far. Secondly, it will provide an overview of two influential academic-led processes for the interpretation of international law in cyberspace, as well as their outcomes, namely the Tallinn Process and Manual, and the Oxford Process and Statements. The section will then turn to some relevant aspects of the draft UN Cybercrime Convention. It will finish with a brief analysis of the norms on internet governance in the course of development under the guise of the UN GDC and the GNI. The focus will be on the strengths and pitfalls of each set of norms and processes.
which are binding, but rather provide additional specific guidance on what constitutes responsible State behaviour in the use of ICTs. This clarifies an important function of the norms: not to derogate from or diminish rights or obligations binding under international law, but to interpret or flesh them out. In fact, the norms reflect, to a large extent, existing international law. They do so by picking up on general rules of international law, such as the UN Charter, sovereignty, due diligence, and human rights, and applying international law to specific areas that deserve special protection or have given rise to particular concerns in the ICT environment, such as critical infrastructure, terrorist uses of ICTs, and IT supply chains. Importantly, where there was disagreement about the scope of international law applicable to ICTs, as in the case of sovereignty and due diligence, the norms have helped build consensus among States about what behaviour is considered responsible and is thus expected from them in the ICT environment.

The norms are quite detailed, and it is not the purpose of this study to rehash or delve deep into them, especially because they lack specific provisions for FIMI or information operations. However, while, as a whole, the norms were drafted with traditional cyber operations in mind, some of them do cover important aspects of information operations and their legal framework under international law. First and foremost, norm ‘a’ is a general reminder of States’ commitment to maintain international peace and security as enshrined in the UN Charter. In this spirit, it encourages them to ‘cooperate in developing and applying measures to increase stability and security in the use of ICTs and to prevent ICT practices that are acknowledged to be harmful or that may pose threats to international peace and security’. As noted earlier and acknowledged by both the GGE and the OEWG themselves, FIMI and other information operations can be harmful and pose a threat to international peace and security. As such, this norm also applies to them, inviting States to cooperate to identify concrete measures, such as capacity-building, confidence-building and technical measures to counter harmful information operations.

Norm ‘b’ notes ‘the challenges of attribution in the ICT environment’, as well as ‘the nature and extent of the consequences of ICT incidents’ and their broader context. As information operations also take place in the ICT environment, they do not escape these challenges. Thus, when accusing other States of carrying FIMI or other harmful information operations, States should exercise care and caution, considering all relevant evidence and information.

Norm ‘c’ is in essence an articulation of due diligence in the ICT context. It recommends States ‘not [to] knowingly allow their territory to be used for internationally wrongful acts using ICTs’. As noted earlier, due diligence is a standard of conduct found in several binding rules and principles of international law. However, it has been framed as a binding norm here given misunderstandings about the nature, status, and scope of this obligation under international law, as well as the reluctance of some UN member States to accept the application of certain obligations in the cyber context. Nevertheless, as noted elsewhere, that due diligence has been framed as a norm of responsible State behaviour in no way denies its binding, legal force under existing international law. Thus, norm ‘c’ serves best as a reminder of those existing obligations and fleshes out their content in the ICT context.

Indeed, norms ‘d’, ‘g’, ‘h’, ‘i’ and ‘j’ then spell out specific measures of due diligence that could fulfil their corresponding legal obligations and normative commitments. These are: i) cooperation or assistance in the exchange of information; ii) prosecution of terrorist and criminal use of ICTs, including assisting other States to this effect; iii) protection of critical infrastructure, such as the health, energy, financial and transport sectors, from ICT threats, including by cooperating with other States and creating a ‘global culture of cybersecurity’; iv) cooperation by responding to requests for assistance from States that are victims from ICT threats against their critical infrastructure, especially when those threats emanate from a State’s own territory; v) protection of IT supply chains; vi) prevention of malicious ICT tools and techniques; and vi) reporting of ICT vulnerabilities and sharing associated information on available remedies. All these due diligence measures apply, with slight adaptations, to FIMI and other information operations. For example, States should prosecute the use or manipulation of FIMI for terrorist purposes, taking into account applicable rules of international law and human rights in particular. They should cooperate with other States when tackling FIMI and other harmful information operations, especially when these affect critical sectors, such as those protected by the rules of sovereignty and non-intervention. Importantly for the implementation of the DISARM and similar FIMI frameworks, they should not only prevent identified TTPs but also report and share information on them with relevant international partners. With the increasing use of AI to produce and disseminate false content, States should also ensure that AI products, especially chatbots, are not used to carry out unlawful information operations or contain hidden functions enabling these operations.
This shows that while the due diligence norm (‘e’) came from a place of uncertainty and controversy around the corresponding legal obligations, framing binding international law as a norm has allowed UN member States to move beyond legal disagreement and focus on the actual application and implementation of the rule, as reflected in norms ‘d’, ‘g’, ‘h’, ‘i’, and ‘j’. This is the perfect example of how norms can bridge gaps in legal protection and perhaps dissuade fears and misconceptions about binding international obligations. It is hoped that by following norm ‘e’ and the best practices reflected in the other norms, States will either come to an agreement about the status of due diligence in international law or at the very least voluntarily behave according to it.

Relatedly, norm ‘e’ reminds States that their human rights obligations also apply online,233 highlighting the right to freedom of expression. Again, though the norm is, of course, framed as a recommendation (employing the language of ‘should’), it does not and cannot displace States’ human rights obligations under international law. As noted above, these must be considered in the implementation of other rules of international law (such as sovereignty and due diligence) as well as the norms of responsible State behaviour. This also applies to FIMI and other information operations, which, as speech acts, are in principle protected by the rights to freedom of expression and information, as well as other human rights.

In the same vein, norm ‘f’ reaffirms and specifies how existing rules of international law, particularly sovereignty and non-intervention, should apply in the ICT environment and with respect to critical infrastructure.234 It stipulates that ‘[a] State should not conduct or knowingly support ICT activity contrary to its obligations under international law that intentionally damages critical infrastructure or otherwise impairs the use and operation of critical infrastructure to provide services to the public’.

The 11 norms of responsible State behaviour were adopted by State experts behind closed doors at the GGE. However, they have since been increasingly subject to scrutiny by different stakeholders, including the industry, civil society and academia. Though not without logistical challenges (such as lack of funding to attend meetings in person) or opposition from certain UN member States (particularly Russia and its allies),235 the OEWG has been allowing those stakeholders to participate in different ways and provide input in the various meetings of the Group. For example, during substantive and intercessional meetings of the OEWG, stakeholders have been allowed to make statements in formal and informal meetings, including dedicated stakeholder sessions with the OEWG chair and open to the participation of all UN member States.236 This allows for fruitful exchanges of ideas and interaction between Member States and the stakeholder community. Moreover, proposals by different stakeholders, such as Global Partners Digital, Access Now, Oxford University and Chatham House, have made their way into various reports adopted by the OEWG.237 This includes the sections on ICT threats, capacity-building, and confidence-building, as well as how the norms and international law pillars should be further developed at the OEWG (for example, by receiving input from expert meetings and focusing on topics that are more prone to consensus).238

The OEWG is yet to flesh out the meaning of international law and the norms of responsible State behaviour in the field of ICT security. Nevertheless, it has made significant progress in the development capacity and confidence-building measures. Notably, it has drafted key principles to guide the implementation of capacity-building measures among States239 and discussed the creation of the Global Cyber Security Cooperation Portal.240 The group has also agreed to establish important measures to build confidence among States in the ICT environment, including national points of contact and a global directory for them.241 The same measures could help build the capacity and confidence of States in tackling FIMI and related information operations. However, in the OEWG’s last meetings, there has been a noticeable division between States seeking to focus on the implementation of existing international law and norms (mostly Western States, including most Latin-American States) and others that have been pushing for a new treaty on ICT security and the development new norms (especially Russia, China, Iran and their allies in Latin America, the Middle East, Asia and Africa).242 The future of the OEWG is uncertain: though it is set to formally conclude its current mandate in 2025, the group is expected to continue its work in the form of a permanent ‘Programme of Action’.243 However, the establishment of this group, which will also encompass the entire UN membership, depends on agreement among all member States on its mandate, including the modalities of participation and its decision-making processes, as well as the topics covered.

II.2 THE DRAFT UN CYBERCRIME CONVENTION

Also in the cyber context, the UN General Assembly set up an Ad hoc Committee to Elaborate an International Cybercrime Convention to enhance ‘coordination and cooperation among States in combating the use of [ICTs] for criminal
purposes. The Zero Draft of the Convention defines several cyber-enabled offences and lays out several procedural and law enforcement measures that parties will be required to enact in their domestic legislation. Though this is not a norm-setting process per se, two aspects of the drafting of the UN Cybercrime Convention are noteworthy.

First, one of the main points of contention between UN member States relates to whether or not and to what extent speech or content-based offences, including those criminalising certain forms of disinformation, should be included in the draft. Following in the footsteps of the Budapest Convention, the current draft contains traditional or ‘core’ cyber-dependent offences, which most agree should be criminalised. These involve illegal access, interception or interference with computer systems, misuse of devices, computer-related theft and forgery. Also relatively uncontroversial are offences relating to child sexual abuse or child sexual exploitation. However, more controversial is the criminalisation of non-consensual dissemination of intimate images, currently in the Zero Draft, as well as previous proposals to include vaguely worded content-based offences, such as ‘extremist-related’ offences, ‘incitement to subversive activities’, distributing materials ‘motivated by political, ideological, social, racial, ethnic or religious hatred’, ‘the spreading of strife, sedition, hatred or racism’ and the denial of historical facts. Neither the content nor the criminalisation of these offences is in line with international human rights law, discussed earlier. In particular, the criminalisation of the acts in question may not be sufficiently clear to comply with the principle of legality. It may also be an unnecessary or disproportionate response to the harm and protected interests in question. Thus, the lesson here is that while information operations are a pressing threat, and looking at their content is inevitable under international human rights law, criminalisation is probably not the best remedy for them.

The second noteworthy feature of the UN Draft Cybercrime Convention is the engagement of different stakeholders in the drafting process. Like at the OEWG, all interested stakeholders may make written submissions to the Ad Hoc Committee, whereas approved organisations (i.e., those not vetoed by a member State) can join the Committee’s sessions. The Chair of the Committee also holds regular inter-sessional consultations to gather input from different stakeholders on the elaboration of the draft convention. The engagement of stakeholders has been described as essential in the context of a convention to safeguard individuals from malicious uses of primarily privately owned technology. The contributions so far have been extremely detailed and comprehensive, and have been embraced by different member States. However, it remains to be seen whether the idea of criminalising speech acts will be abandoned and whether the input of stakeholders will meaningfully shape the final draft. At the time of writing, UN members were holding article-to-article negotiations to try to reach consensus on the Zero Draft, with the final draft scheduled for adoption in January 2024. If they cannot achieve consensus, the Draft will be open to a vote.

III.3 THE NORMS FOR INTERNET GOVERNANCE

As noted earlier, there are two principal norm-setting processes in the field of internet governance: the UN GDC and the GNI. The GDC was set up by the UN Secretary-General as a multistakeholder process. In fact, one of the Compact’s stated purposes is to advance multistakeholder cooperation to achieve an open, free, secure and human-centred digital future. The idea is to leverage the experiences and expertise of different groups to develop shared principles and objectives, as well as identify concrete actions for their implementation. This will lead to a global framework for internet governance (reflected in the Compact itself) and facilitate new governance arrangements.

In practical terms, this means that the Compact will be initiated and led by member States (with Rwanda and Sweden appointed as co-facilitators of the intergovernmental process) but will benefit from the full participation of other stakeholders throughout (digital platforms, private sector actors, digital technology-focused coalitions and civil society organizations). Stakeholders are also charged with the implementation of the GDC, and commitment to doing so is a condition of their participation in the process. The UN Secretary-General has proposed to do so via an annual Digital Cooperation Forum to review the GDC through a transparent and action-focused multistakeholder dialogue and information-sharing process.

At the time of writing, the GDC process is yet to yield any substantive outcomes – an ‘Issues Paper’ is set to be produced in August 2023, and presented in September 2023, with negotiations taking place up until the Summit of the Future in September 2024. Nevertheless, the UN Secretary-General has made some suggestions both on the substance of what the Compact should cover and the process of its adoption and implementation. Notably, FIMI and other information operations are covered in the section on ‘Digital Trust and Safety’. In this regard, the Secretary-General recognises the importance of strengthening cooperation across governments, industry, experts and civil society to elaborate and implement norms,
guidelines and principles relating to the responsible use of digital technologies’, including industry codes of conduct. Likewise, these norms should be accompanied by ‘robust accountability criteria and standards for digital platforms and users to address disinformation, hate speech and other harmful online content’. To this end, the Secretary-General calls on States to ‘build capacity and expand the global cybersecurity workforce and develop trust labels and certification schemes as well as effective regional and national oversight bodies’.

A gendered perspective is recognised as key in technology design, with zero tolerance for gender-based violence. To achieve those aims, the UN Secretary-General proposes cooperation among ‘online safety commissioners from different jurisdictions’, online platform co-regulation mechanisms, such as social media councils, and multistakeholder alliances to track patterns of harm.

From a procedural perspective, the GDC process is also interesting because it has been set up by the UN Secretary-General and is thus more distanced from the politics of the UN General Assembly and Security Council. The GDC has also been living up to its promise of multistakeholderism: submissions are open to everyone, and anyone can join the GDC deep-dive sessions, which have been held online. It remains to be seen what States and stakeholders will agree to – if anything at all –, and if the proposed multistakeholder model will actually work, with so many participants and ideas to manage. Nevertheless, the proposals made by the UN Secretary-General seem promising and may be useful in tackling harmful information operations on a global, regional and national scale.

For its part, the GNI is a multistakeholder platform that has been put in place by ICT companies, human rights and press freedom organisations, academics, and investors to respond to some of the key challenges in the context of internet governance. Because it does not involve State participation, it is less relevant to the present study. However, the GNI is remarkable for its focus on the protection of freedom of expression and privacy online. Thus, the GNI principles follow on from those rights. Likewise, the GNI tackles issues that directly involve said rights, namely, network disruption, intermediary liability and content regulation, surveillance, jurisdiction assertions and limits. However, misinformation, disinformation and other information operations have been addressed as part of content regulation issues, on the GNI has issued various policy briefs. The GNI principles are complemented by detailed implementation guidelines, which provide important procedural recommendations on how ICT companies, especially online platforms, should incorporate human rights in their decision-making processes, such as by undertaking human rights assessments. As seen earlier, human rights not only impose substantive limits on information operations and the measures seeking to counter them but also important procedural safeguards, such as the principles of legality, necessity and proportionality.

III.4 THE TALLINN AND OXFORD PROCESSES

The Tallinn and Oxford Processes are two of the most prominent academic-led processes that seek to clarify how existing international law applies to ICTs or cyberspace. Both were explicitly cited in Costa Rica’s recent national position on international law in cyberspace and, behind the scenes, have informed and influenced many more national positions and statements on the topic. Though the focus of both processes has been on the international law applicable to cyber operations, specific interpretations or articulations of general rules and principles have been proposed for the ICT context. These articulations have included standards of behaviour and best practices for the implementation of international law that are not binding per se – after all, neither process has been led or adopted by States.

Spearheaded and led by Professor Michael Schmitt, a prominent academic in the field of international law and cyber operations, the Tallinn Process has been hosted by the North Atlantic Treaty Organization (NATO)’s Cooperative Cyber Defence Centre of Excellence (CCDCOE) since 2009. It was inspired by past initiatives that sought to clarify how international law applied to topical issues of the day, such as the 1880 Oxford Manual on the Laws of War on Land and the 1994 San Remo Manual on International Law Applicable to Armed Conflict at Sea. Like these, the outcomes of the Tallinn Process – the two Tallinn Manuals on International Law Applicable to Cyber Operations – have become hugely influential resources for practitioners and academics working in the field. A third Manual is forthcoming. Both existing Manuals were drafted by a group of independent international law experts, including practitioners and scholars, in their independent capacity. Representatives of 50 States did take part as observers in the drafting process of Tallinn Manual 2.0, though the Manual is not representative of their views. The Manuals are made up of ‘rules’ which are meant to reflect existing international law as applicable to cyber operations. While the rules were adopted by consensus among the experts, a detailed commentary fleshes out the content of the rule and explains its background, including an overview of legal controversies on the matter between the experts and among States.
As comprehensive law books aimed at providing an accurate picture of how international law applies in cyberspace, the Manuals are not the best model for a norm-setting process in the context of FIMI or other information operations. In particular, their focus is on how various rules and principles apply to cyber operations in general, as opposed to particular types of operations or factual phenomena like FIMI. The Manuals have also been criticised for being too Western in their perspective and the composition of the expert groups. However, their drafting process is interesting in its segmented or compartmentalised way: different experts led the drafting of different parts, based on their areas of expertise. Most importantly, drafting the rules themselves in general terms allowed experts to agree on their content, leaving disagreements to be flagged in the commentaries on the rules.

The Oxford Process was similarly driven by leading academics from different universities – primarily Professors Dapo Akande (Oxford University), Harold Koh (Yale University), and Duncan Hollis (Temple University). It started during the COVID-19 pandemic as an attempt to find consensus on the legal protection of particularly important objects or sectors that had been the target of recurring and crippling cyber operations in a moment of extreme vulnerability, such as the healthcare sector and vaccine research efforts. It then expanded into other areas or types of operations that were particularly serious or concerning, such as cyber-enabled electoral interference, information operations, ransomware, and IT supply chain attacks. For each of these topics, the Process kicked off with scoping and agenda-setting internal team meetings. Research and background papers were prepared by members of the team or commissioned to relevant experts. Then workshops were held to dive deeper into the issues and try to find common ground on how international law applies to the issue at hand.

To avoid legal controversies and garner consensus on the law and best practices, emphasis was placed not on which legal rules or principles applied, but on which State behaviour was prohibited, limited, or required by them. Thus, following each workshop and a careful drafting process involving the team members with input from external experts, Statements were prepared, if agreement was forthcoming on the issue discussed. These lay down in some detail how States must behave to protect a certain object or tackle a certain type of operation in accordance with existing international law. Legal interpretations, standards of behaviour and best practices were proposed in each Statement. Statements were then open for signature by international law experts, including academics and practitioners, among which many current and former government lawyers or advisors. Five Statements in total were adopted. Each has over 100 signatories from all regions of the world.

The main value of the Oxford Process lies in its consensus outlook: the aim was always to find agreement, or at the very least the minimum common denominator between experts from different backgrounds and eventually States. This goal led to a conduct-based approach to articulating how international law applies to ICTs. In light of this goal, and the context against which it took place, the Process also focussed on specific phenomena – including the whole range of ICT threats or risks to critical sectors or objects (healthcare, vaccine research and electoral processes), particularly concerning types or methods of ICT-based operations (information operations, ransomware, and IT supply chain attacks), or especially divisive issues (countermeasures). Not all of these topics were prone to consensus, which is why not all of them were covered by a particular Statement. One Statement is of particular relevance to this study: The Oxford Statement on International Law Protections in Cyberspace: The Regulation of Information Operations and Activities. Aside from recognising that international law applies to information operations, the Statement gathered agreement among 121 international lawyers around how the various rules and principles discussed earlier – sovereignty, non-intervention, due diligence, human rights and IHL – as well as certain rules of international criminal law, apply to such operations. In particular, the Statement recognised that war propaganda for war and any advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence are prohibited under international law. It also recognises that States must protect individuals from information operations that interfere with their human rights, such as life and health, whilst respecting the right to freedom of expression and other rights guaranteed under international law. The Statement also concludes that certain information operations may amount to international crimes, such as genocide, including direct and public incitement thereto, war crimes and crimes against humanity, where the elements of those crimes are fulfilled.
PART IV - CONCLUSIONS AND RECOMMENDATIONS

“This section draws on the previous sections to reach conclusions and make recommendations on a) the possible substance of international norms for FIMI, as well as b) their appropriate drafting and negotiating process. To do so, it will bring together key insights from the analysis of international law applicable to information operation and lessons learned from existing norm-setting processes, particularly the UN GGE and OEWG.

IV.1 THE SUBSTANCE OF NORMS

As noted throughout this study, the content of the messages conveyed by FIMI activities and other information operations lies at the centre of the applicable international legal framework. Under all international rules and principles discussed earlier, the foreseeable harms or risks arising from these operations, including the issues, persons, and interests they affect, are key considerations. Thus, whether a specific FIMI activity is prohibited, limited, or permitted under international law will depend, in large part, on its content.

Likewise, who is behind and who is affected by these activities will dictate which international rules and principles apply. On the one hand, sovereignty only applies if the FIMI activity in question can be attributed to a State actor and undermines the inherently governmental functions of another State. Similarly, non-intervention only applies when a State actively engages in or provides support to a FIMI activity that affects the rights of other States. On the other hand, due diligence obligations cover State failure to take action against FIMI carried out by any actor against the rights of other States, individuals, or the environment. Notably, certain due diligence obligations are particularly relevant for the regulation of FIMI because they cover both unlawful and lawful but harmful conduct in an international setting. As seen earlier, this is the case of the no-harm principle, which applies to significant transboundary harm to persons, property or the environment, including by digital means. For its part, international human rights law requires States to refrain from certain types of FIMI— including both lawful and unlawful speech acts—, as well as to actively protect individuals against them. Corporations are also encouraged to adopt a similar course of conduct. IHL binds all parties involved in armed conflict— including States and non-State armed groups.

That is not to say that the methods or techniques employed in FIMI activities are irrelevant. Quite the contrary. Non-intervention is only breached by FIMI activities that are coercive in their aims, expected results or methods. Similarly, under international human rights law, particularly the freedoms of expression and information, assessing whether limits to FIMI activities are necessary and proportionate depends on the analysis of their methods and context. For example, the more deceptive, planned and widespread an operation is, the more stringent the measures needed to counter it. Relevant criteria include the severity of the content itself, the means of dissemination (such as the type of online platform, its reach, the role of recommendation and ranking algorithms, and the use of bots), the speaker (including their intentions and prominence), the audience (including its volume and vulnerability), and the local context. All these need to be factored in before restrictive measures to counter FIMI activities are taken.

FIMI norms may be divided into three key pillars, focussing on three categories of FIMI that are regulated differently under international law: i) lawful but harmful; ii) potentially unlawful, depending on the circumstances; and iii) clearly or manifestly unlawful. The freedoms of expression and information should be an overarching consideration across all three pillars.

i. Lawful but harmful FIMI

Because FIMI includes ‘mostly lawful’ conduct, norms to address the phenomenon should start by making recommendations about which types of lawful but harmful information manipulation activities should be addressed, in line with the no-harm principle and international human rights law. Relatedly, the norms also should list the types or examples of measures that can or should be used to tackle them. Thus, norms for FIMI should stipulate that States and non-State actors should, as far as possible, strive to prevent, stop or redress foreign manipulation activities that cause significant physical or non-physical transboundary harm on the territory or infrastructure of another State. As seen earlier, examples of those harms are those that affect the life or health of individuals, stoke national, ethnic, racial, or other group-based division, fuel internal or international armed conflict, affect democratic processes, values or institutions, and undermine environmental efforts or trust in scientific knowledge, including with respect to climate change. These harms may not only be caused by the content of FIMI activities but also by their means or methods. Indeed, consistent activities that seek to undermine a free information environment online, even if legally permitted,
This pillar should also contain a general provision on how, lawful FIMI activities carried out by private entities are in principle protected by the rights to freedom of expression and information. As such, any limitation on those speech acts should observe the tripartite test of legality, legitimacy, necessity and proportionality. A general provision protecting speech that cannot be limited following this tripartite test should also be included. This provision should note that certain types of speech deserve heightened protection, given the public interest in their dissemination. This includes independent journalist content and information published by public officials or politicians.309 The freedoms of expression and information should be at the heart of any set of norms for FIMI.

ii. Potentially unlawful FIMI

While most FIMI activities are lawful, and should thus be covered by the recommendations above, many are prohibited under international law. But their lawfulness under different international legal rules or regimes (such as sovereignty, non-intervention, due diligence, international human rights law, IHL and international criminal law) depends on a case-by-case assessment of different criteria. These include the author of the information operation, the potential victim(s), sector(s) or interest(s) affected, and the context and severity of the operation in question.310 Thus, the second pillar of FIMI norms should be more general or flexible, following the example of the Oxford Statement on Information Operations and Activities311 as well as the Joint Declaration on Freedom of Expression, “Fake News”, Disinformation and Propaganda.312 Specifically, norms should indicate, in general terms, that FIMI should not be contrary to sovereignty, non-intervention, international human rights law, international criminal law and IHL, drawing on the legal criteria analysed above and providing some non-exhaustive examples of when these rules are breached. Norms should also recommend that States refrain from and prohibit internationally wrongful FIMI activities under their domestic laws, whilst cooperating with other States to put an end to them. For example, the norms could stipulate that States should:

Refrain from engaging in FIMI that causes physical effects or functional damage in the territory of another State or otherwise undermines its inherently governmental functions, such as disinformation or propaganda affecting electoral processes or public crisis management policies;

Refrain from interfering in the internal or external affairs of other States, such as on political, cultural, economic, and social matters, through coercive FIMI activities, i.e., those that aim to coerce, employ coercive means, or cause coercive effects on the victim State, such as propaganda or disinformation;

Examples include systematic or widespread attacks on specific users or internet freedom more generally by troll armies or bot farms. Measures that can be used to tackle lawful but harmful FIMI include:

a. National legislation, especially for online content governance, data protection, and anti-trust or fair competition between technology companies;

b. Investigations and other enforcement action by competent regulatory authorities, such as the imposition of fines on non-compliant platforms and users

c. Cybersecurity protections, such as firewalls, antivirus, pattern detection software, and active cyber defence measures to disable bots and computer systems used for harmful FIMI;

d. Operational frameworks, such as DISARM and ABCE;

e. Risk assessments, including the regular production of statistics and reports on FIMI and table-top exercises to prevent, stop and mitigate them;

f. International cooperation, including threat, vulnerability and incident information-sharing, which can be facilitated by the conclusion of international treaties and other arrangements;

g. Education and training, including of professionals working on FIMI and the general public, and covering a wide range of subjects relevant to FIMI, such as computer science, behavioural economics, psychology and human rights;

h. Public awareness campaigns, focussing on building citizen resilience against FIMI;

i. Content moderation measures, focussing on measures short of content removal and user de-platforming, such as de-reprioritisation, content labelling, digital nudges, and algorithmic reform;308

j. Institutional arrangements to implement the various measures above, including domestically and internationally.
Refrain from carrying out FIMI activities that infringe upon the human rights of individuals or entities within a State’s jurisdiction, i.e., insofar as it exercises effective control over the enjoyment of those rights – online or offline, such as hate speech, disinformation, malformation, and data-gathering techniques.

Refrain from engaging in FIMI activities that violate the rules of IHL, such as using FIMI to disrupt the activities of medical, religious or humanitarian personnel, or to expose prisoners of war to public curiosity;

Prevent, stop or redress unlawful FIMI activities that undermine the rights of other States or cause transboundary harm against their citizens, property or environment, such as certain forms of hate speech, disinformation, propaganda, and malinformation.

As in the case of lawful FIMI activities, the rights of private entities to freedom of expression and information should be explicitly protected under his pillar. Recall that most rules of international law are addressed to States, which means that most FIMI activities that are unlawful under international law are carried out by or can be attributed to States. As abstract public entities, States are not entitled to the rights to freedom of expression and information under international human rights law. Nevertheless, due diligence obligations of States, including positive human rights obligations, do cover the conduct of non-State actors, including private FIMI activities and other speech acts. Thus, under this pillar, the proposed norms should mention explicitly that, when seeking to prevent, stop or redress lawful or unlawful FIMI activities by non-State actors, States must respect the right of private entities to freedom of expression and information. This means that, while domestic legislation prohibiting unlawful forms of FIMI is key for the implementation of international law, these prohibitions need not be criminal. Civil or administrative sanctions may be as effective in ensuring compliance by States and other relevant stakeholders with FIMI norms. Aside from domestic legislation and law enforcement action, other measures listed above under the first pillar may also be useful to tackle unlawful forms of FIMI.

iii. Clearly unlawful FIMI

The last pillar of FIMI norms should spell out the types of FIMI that are clearly or manifestly unlawful under international law and thus ‘off-limits’ for States and non-State actors alike. As seen earlier, these amount to:

a. War propaganda;

b. Propaganda that advocates civil strife in another State;

c. Advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence shall be prohibited by law;

d. Direct and public incitement to commit genocide;

e. Incitement or instigation to commit other international crimes.

It is worth noting that the rights to freedom of expression and information also apply to clearly unlawful FIMI activities. Even though these activities are manifestly unlawful under international law (therefore meeting the legality and legitimacy tests), the exact measures adopted to tackle them (criminal sanctions, content takedowns, user suspension etc.) must still be necessary and proportionate in the circumstances.313 For example, while war propaganda is serious in and of itself, its non-intentional dissemination need not be criminalised. Likewise, the publication of materials inciting international crimes on one platform should not justify widespread internet or platform shutdowns.314 Criminal or civil prohibitions under domestic law are likely the most effective measures to tackle manifestly unlawful FIMI activities. But the other measures listed above may also be helpful tools, especially if coupled with clear laws and readily available accountability mechanisms.

Overall, norms for FIMI should list examples of measures that may be available to States, online platforms, civil society, and other stakeholders to tackle different types of FIMI. They should always be designed and implemented in line with international human rights law standards. Examples of the most common and effective measures have been listed earlier. But others may be developed and added to the list over time as threats and defensive technologies or methods evolve. In this way, FIMI norms should provide a ‘menu’ of (counter)measures that States and other stakeholders can compare against the various types of FIMI they are facing. These could be mixed and matched in different circumstances, depending on the international rules and principles at play and the tripartite test for protecting the freedoms of expression and information. A matrix could also be developed to assist with the interpretation of the norms, laying out a) different types of FIMI activities; b) different types of measures to counter them, and c) different legal and factual considerations at play.
IV.2 NORM-SETTING PROCESSES

Drawing on the norm-setting processes assessed earlier, including their strengths and pitfalls, norms for information operations should be led by States, if they aim to fill legal gaps in protection and eventually crystallise into law. This means that States should chair the process, prepare relevant drafts, and vote on them. The process could start among a select group of partner States (in the context of this Study, the EU and Canada). But it should gradually be expanded to include other like-minded States in Europe (including the UK, Switzerland, and Norway), the Americas (such as the United States, Mexico, Costa Rica, and Brazil) and others in the Asia-Pacific region (such as Japan, South Korea, Australia, and New Zealand). The involvement of an existing international organisation or body, such as the UN Secretary-General, could bring greater legitimacy to the process. FIMI and other information operations are a global phenomenon. Thus, addressing it requires as widespread agreement and coordination as possible among States.

The issue is divisive even among traditional allies, including within the EU itself. However, emphasis may be placed on areas or issues that are conducive to agreement or compromise, such as clearly unlawful types of information operations that should be off-limits, as well as clearly protected speech acts. And if other norms are framed in sufficiently general or flexible terms, agreement is possible even among those that subscribe to different views. Participant States should strive to agree on the text by consensus – not unanimity, as compromises will be needed. Because these are non-binding norms, legitimacy is important. Thus, States should feel that at least the text, viewed as a whole, is acceptable to them. As one delegate commented at the OEWG, perfect cannot be the enemy of good. Voting would neither be necessary nor appropriate in this context. Where agreement cannot be reached on certain norms, the text could be divided into two or more parts: i) a core part containing the norms that all parties subscribe to, likely crafted in more general terms; ii) an annex containing some implementation guidelines, formulated in more specific terms but not necessarily agreed by everyone; and iii) a commentary, outlining the background to the discussions and areas of agreement and disagreement.

Given the role of the private sector, academia, civil society, and individuals in the ICT environment, any norm-setting process for information operations should involve meaningful participation of these and other relevant stakeholders. As with the OEWG and the Ad Hoc Committee for a UN Draft Cybercrime Convention, these stakeholders should be able to provide input throughout the processes, including on the content of the norms and the format of the meetings. They should be invited to provide both written submissions at relevant stages of the process, attend formal and informal meetings that do not involve confidential matters, and make comments during dedicated consultative stakeholder sessions. Experts should be invited to give briefings on particularly vexed questions, such as legal controversies and technical challenges relating to the implementation of (counter)measures. More informal roundtables or workshops among States and stakeholders, in smaller settings, could be facilitated or convened by other institutions, such as research institutes, think tanks or NGOs.

In this light, the key takeaways of this Study are:

- To fully understand how international law applies to FIMI and effectively design responses to this phenomenon, other types of information operations governed by international law should be borne in mind, such as misinformation and malformation.
- In accordance with international law, norms for FIMI should consider not only the methods by which they are carried out but also their actors, content, effects, targets, and other relevant legal criteria.
- The international legal framework applicable to FIMI and other information operations is made up of different but related rules and principles applicable to the behaviour of States and non-State actors; these must be considered holistically.
- At the heart of this international legal framework are the human rights to freedom of expression and information, which require that any limitations on speech acts by private entities, including lawful or unlawful FIMI activities, be grounded in law, legitimate, necessary, and proportionate.
- International norms for FIMI should mirror this international legal framework. Drawing on the lessons from the cyber and internet governance contexts, their drafting process should be State-led, inclusive of as many like-minded States as possible, including developed and developed countries, consensus-based, and informed by the input of different stakeholders, such as the industry, academia, and civil society.
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